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What is Natural Language Processing (NLP)?

Hm… I couldn’t have said it better myself!



NLP and Aritificial Intelligence

NLP has always been a core component of AI and in the last 
decade has made a huge leap due to advances in Machine 
Learning, and especially, Deep Learning (Artificial Neural 
Networks):



NLP and Artificial Intelligence

But since language is such a core component of all human 
activity, NLP has relationships with a large number of other 
subfields of mathematics and computer science:

Note: this diagram, already 
somewhat out of date, does not 
include speech processing.

In the last few years, NLP and 
Computational Linguistics have 
diverged, with CL being 
associated with using CS/NLP 
techniques to answer questions 
interesting to linguists.

Most NLP professionals know 
little about linguistics!



NLP in Artificial Intelligence

In fact, the very first effort to define the notion of AI, and to provide

a test for when an algorithm can be considered “intelligent” was provided

by Alan Turing, with the famous “Turing Test”:

There are two "entities" A and B behind a wall, one a computer and one a person; 
the human interrogator C asks questions (by typing text) of each, not knowing which 
is the computer. If after a reasonable time, C can not figure out which is the human, 
then the machine may be considered intelligent. 

  



Turing Test

Turing gave several examples of the kind of conversations that

might take place:

  



Turing Test

This has been a part of our culture for a long time....

Reverse Turing Test



ChatBots and the Turing Test

Throughout the history of AI, the Turing Test has been a semi-serious benchmark to 
aim for, starting with Joseph Weizenbaum's Eliza:

             https://web.njit.edu/~ronkowit/eliza.html

The Loebner Prize was an annual contest (discontinued in 2020), to award the best 
human-simulation in a Turing Test:

And now we have chatGPT, with which we have started, and will end, our course!

             https://openai.com/blog/chatgpt/

Question: Do you think chatGPT passes the Turing Test?

https://web.njit.edu/~ronkowit/eliza.html
https://openai.com/blog/chatgpt/


History of Natural Language Processing

§ 1940s –1950s: Foundations
§ Development of formal language theory (Chomsky, Backus, Naur, Kleene)
§ Information theory (Shannon)

§ 1957 – 1970s:
§ Use of formal grammars as basis for natural language processing 

(Chomsky, Kaplan)
§ Use of logic and logic-based programming (Minsky, Winograd, 

Colmerauer, Kay)
§ 1970s – 1983:

§ Probabilistic methods for early speech recognition (Jelinek, Mercer)
§ Discourse modeling (Grosz, Sidner, Hobbs)

§ 1983 – 1993:
§ Finite state models (morphology) (Kaplan, Kay)

§ 1993 – present:
§ Strong integration of different techniques, different areas.



From the 
Medium post 
by Fabnio 
Chiusano, 
12/7/2021

(Posted on the 
class web site)

Most Important Tasks in NLP



Text Preprocessing

• Spelling Correction:  Finding most likely re-spelling of a word not in 
the dictionary

• Normalization: 
• Tokenization, 
• Stemming, 
• Lemmatization

• Part Of Speech (POS) tagging: tagging a word in a text with its part 
of speech. A part of speech is a category of words with similar 
grammatical properties, such as noun, verb, adjective, adverb, 
pronoun, preposition, conjunction, etc.

• Word Sense Disambiguation: associating words in context with their 
most suitable entry in a pre-defined sense inventory (typically 
WordNet).

• Grammatical Error Correction: correcting different kinds of errors in 
text such as spelling, punctuation, grammatical, and word choice 
errors.

Most Important Tasks in NLP



Classification

Text Classification: assigning a category to a sentence or document.

Methods:
• Rule-based:  Human-designed rules on keywords and phrases:
• Machine Learning: Naive Bayes, Logistic Regression, Support Vector Machines,
• Deep-Learning (e.g., BERT)
• Hybrid Methods:  Add rules downstream from ML approach to deal with exceptions. 

Applications:
• Spam Detection
• Topic Labeling (where to store this data for later retrieval)
• Customer Feedback
• Urgency Detection (how important is this email)
• Intent Detection (what is the reason behind this customer feedback)
• Language Detection (e.g., before input to machine translation system)
• Deep fake detection ("I am not a robot")
• Sentiment Analysis (next slide)
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Classification

Sentiment Analysis: identifying the position of a piece of text in some 
scale of sentiment.

Position may be categorical (2 stars out of 5) or continuous in some 
range (2.3 on a scale 0 .. 10)

Types of sentiment:
• Positive – Negative
• Aspect or point of view or bias (e.g., political)
• Intent detection
• Emotion Detection

• Happiness
• Excited/enthusiastic
• Frustration or Anger

• Friendship, affection, love or sexual attraction
• Humorous
• Irony
• Hate speech and Fake News detection (next slide)

Source:  https://monkeylearn.com/sentiment-analysis/
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Classification:  Fake News and Hate Speech Detection

Fake News Detection: detecting and filtering out texts containing false 
and misleading information.

Stance Detection: determining an individual’s reaction to a primary 
actor’s claim. It is a core part of a set of approaches to fake news 
assessment.

Hate Speech Detection: detecting if a piece of text contains hate 
speech.

Facebook/Meta:

Most Important Tasks in NLP



Fake News and Hate Speech Detection

Why is NLP so necessary in this?

1.836 Billion Facebook 
Posts each day....

Most Important Tasks in NLP



Information Retrieval
(An old subject, even before Google made it the the most popular text-processing task.)

Resource Retrieval from text queries/questions
• Resource could be 

• Highly structured (relational database, code)
• Semi-structured (Markup Languages (XML), labeled documents)
• Unstructured (documents)

• Database search from keywords
• Google search
• Backend to Speech to Text systems (siri)
• Question Answering (next slide)

Sentence/document similarity: determining how "similar" two texts are
• Notion of "similar" is variable (similar topic, similar sentiment, ...)
• Relationship to IR:  

• How similar is text query to a document?
• "Retrieve more documents similar to this one" 

• Create a map/graph of documents similar to given sentence/document
• Plagiarism/copyright infringement

Document Ranking: Rank documents as to some criterion (e.g., PageRank)
• How well does this document satisfy my query?
• How important/authoritative is this document?

2008

1999

Net worth of Google 
in 2022: $1.135 
Trillion.
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Entities, Relations, and Knowledge Graphs

• Named Entity Recognition: tagging entities in text with their corresponding 
      type, typically in BIO notation.)
• Coreference Resolution: clustering mentions in text that refer to the same underlying real-

world entities.
• Relation extraction: extracting semantic relationships from a text, e.g.,  

• Is-A
• Has-A
• Son-Of
• Part-Of
• Size-of
• etc., etc., etc. 

• Build a graph structure:
• Knowledge Graph
• Concept Map
• Mind Map

• Graphs can be used to enhance other NLP tasks: search, similarity, question answering, 
etc

• Entity Linking: recognizing and disambiguating named entities to 
      a knowledge base (e.g., Wikidata).
• Relation prediction: identifying a named relation between two named 
      semantic entities.

Concept Map about Electricity:
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Entities, Relations, and Knowledge Graphs
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Text-to-Text Generation

• Machine Translation: translating from one language to another.
• Covered in lecture – Transformer technology transformed this task

• Text Generation: creating text from a prompt or subject phrase that 
appears indistinguishable from human-written text.
• Covered in lecture – Use language models, Large Language Models 

(GPT) have transformed this task
• Lexical Normalization: translating/transforming a non-standard text to a 

standard register.
• Paraphrase Generation: creating an output sentence that preserves the 

meaning of input but includes variations in word choice and grammar.
• Text Simplification: making a text easier to read and understand, while 

preserving its main ideas and approximate meaning.
• Text Summarization (next slide)
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Text Summarization

• Topic Modeling: identifying abstract “topics” underlying a collection of documents. 
• Keyword Extraction: identifying the most relevant terms to describe the subject of a 

document
• Text Summarization: Reducing size of document while preserving the most important 

information
• Use cases for Text Summarization:

• Summaries for busy executives or (students!)
• Summaries of articles, books, chapters
• Automatic Table of Contents or Indices 
• Downstream from Speech-to-Text systems:

• Notetaking of meetings, lectures
• Abstracts of podcasts, YouTube videos
• Automatic summary of customer phone calls
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Chatbots and Question Answering

• Slot Filling or Cloze Task: aims to extract the values of certain types 
of attributes (or slots, such as cities or dates) for a given entity from 
texts.

• Chatbots:  Conversation agents  (started with Eliza in early 1060's!)
• Dialog Management: managing of state and flow of conversations.
• Question Answering:  Responding to textual queries with textual 

answers
• Extractive QA: The model extracts the answer from a knowledge 

source, such as a knowledge graph, database, or document (next 
slide).

• Open Generative QA: The model generates free text directly 
based on the (global) context. 

• Closed Generative QA: The model generates free text directly 
based only on the question. 
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Reasoning with Text

• Logical Relationship of two sentences/documents:
• Entailment
• Temporal sequence
• Specialization

• Subsystem of text generation at scale

• Text-to/from-First Order Logic:  Translate between text 
      and expressions in first-order logic:

• Use cases:
• Teaching logic
• Game/puzzle solving
• Interface to automated theorem prover

• Prolog
• Planner
• Wolfram Alpha
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Text-to-Data and Data-to-Text

• Text-to-Image: generating photo-realistic images which are 
semantically consistent with the text descriptions.

• Image captioning: Generate captions  for input images 
• Video-to-Text: Generating text describing a sequence of images
• Text-to-Speech: Human-like reading of input text.
• Speech-to-Text: transcribing speech to text

Most Important Tasks in NLP


